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ABSTRACT: Maximal automation of routine IT maintenance procedures is an ultimate goal of IT service 

management. System monitoring, an effective and reliable means for IT problem detection, generates monitoring ticket. 

In light of the ticket description, the underlying categories of the IT problem are determined, and the ticket is assigned 

to the corresponding processing teams for problem resolving. Automatic IT problem category determination acts as a 

critical part during the routine IT maintenance procedures. In practice, IT problem categories are naturally organized in 

a hierarchy by specialization. Utilizing the category hierarchy, this paper comes up with a hierarchical multi-label 

classification method to classify the monitoring tickets. In order to find the most effective classification, a novel 

contextual hierarchy (CH) loss is introduced in accordance with the problem hierarchy. Consequently, an arising 

optimization problem is solved by a new greedy algorithm named GLabel. Furthermore, as well as the ticket instance 

itself, the knowledge from the domain experts, which partially indicates some categories the given ticket may or may 

not belong to, can also be leveraged to guide the hierarchical multi-label classification. Accordingly, a multi-label 

inference with the domain expert knowledge is conducted on the basis of the given label hierarchy. The experiment 

demonstrates the great performance improvement by incorporating the domain knowledge during the hierarchical 

multi-label classification over the ticket data. 

 

KEYWORDS: System monitoring,  Classification of monitoring data, Hierarchical multi-label classification, Domain 

Knowledge. 

 

I. INTRODUCTION 

 

   A. Background 

CHANGES in the economic environment force companies to constantly evaluate their competitive position in 

the market and implement innovative approaches to gain com- petitive advantages. Without solid and continuous 

delivery of IT services, no value-creating activities can be executed. The complexity of IT environments dictates 

usage of analytical approaches combined with automation to enable fast and efficient delivery of IT  services.  

Incident management, one of the most critical processes in  IT  Service  Management [1], aims at resolving the 

incident and quickly restoring the provision of services while relying on monitoring or human intervention to detect 

the malfunction of a component. Thus, it is essential to provide an efficient architecture for the IT routine 

maintenance. 
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Fig. 1: The overview of the IT routine maintenance procedure. 

 

A typical architecture of the IT routine maintenance is illustrated in Fig. 1, where four components are involved. 

(1) In the case of detection provided by a monitoring agent on      a server, alerts are generated and, if the alert 

persists  beyond  a predefined delay, the monitor emits an event. (2) Events coming from an entire account IT 

environment are consoli- dated in an enterprise console, which analyzes the monitoring events and determines 

whether to create  an  incident ticket for IT problem reporting. (3) Tickets are collected by IPC (abbr. Incident, P 

roblem and C hange) system and stored in   the ticket database [2]. (4) A ticket accumulates the symptom description 

of an IT problem with a short text message and     a time stamp provided. According to the description of a ticket, the 

system administrators (i.e., sysAdmins)  perform the problem category determination and assign the ticket to  its 

corresponding processing teams for problem diagnosis and resolution. The last component gets involved with much 

labor- intensive effort to resolve each ticket. The efficiency of these transient resources is critical for the 

provisioning of the services [3]. Many IT Service Providers rely on a partial automation for incident diagnosis and 

res- olution, with an intertwined operation of the sysAdmins and an automation script. Often the sysAdmins’ role is 

limited     to executing a known remediation script, while in some sce- narios the sysAdmin performs a complex root 

cause analysis. Removing the sysAdmin from the process completely where it is feasible would reduce human error 

and speed up restoration of service. The move from partially to fully automated problem remediation would elevate 

service delivery to a new qualitative level where automation is a complete and independent process, and where it is 

not fragmented due to the need for adapting   to human-driven processes. The sysAdmin involvement is required due 

to the ambiguity of service incident description in a highly variable service delivery environment. 

 

B. Motivation 

In order to enhance the efficiency of the routine IT  maintenance procedure, our work focuses on the labor-

intensive component and tries to reduce human involvement by maximizing the automation of the problem category 

determination. The Kilo algorithm is not only capable of fully exploring both domain knowledge and the data itself, 

but also provides an effective way for interactive hierarchical multi-label learning. Concretely, based on the current 

hierarchical multi-label classification result, the experts provide expertise to hint Kilo for further refinement. Kilo 

takes the hints from the experts  as an input to refine the hierarchical multi-label inference. This iterative process 

continues until the domain experts are satisfied with the hierarchical multi-label classification result. 
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II. RELATED WORK 

 

In this section, we highlight existing literature studies related to our work. In the literature of IT management, [4] In 

this paper they distinguish control flows from data flows, and introduce a novel dynamic control plane architecture to 

distribute different control flows among multiple controller instances depending on specific controller load and 

controller processor utilization or on the data flow service type. They propose “control flow tables”a concept 

introduced in this paper—that are embedded in OpenFlow flow tables to distribute the control flows among various 

controller instances.[5] In this paper they define a capacitated controller placement problem (CCPP), taking into 

consideration the load of controllers, and introduce an efficient algorithm to solve the problem. The evaluation shows 

that the new strategy can significantly reduce the number of required controllers, reduce the load of the maximum-load 

controller, and reduce the radius stretches compared with the K-center strategy with dynamic controller provision or 

dynamic scheduling.In this paper they  present an elastic-net regularized linear regression (ENLR) framework, and 

develop two robust linear regression models which possess the following special characteristics. First, our methods 

exploit two particular strategies to enlarge the margins of different classes by relaxing the strict binary targets into a 

more feasible variable matrix. Second, a robust elastic-net regularization of singular values is introduced to enhance the 

compactness and effectiveness of the learned projection matrix. Third, the resulting optimization problem of ENLR has 

a closed-form solution in each iteration, which can be solved efficiently. Finally, rather than directly exploiting the 

projection matrix for recognition, our methods employ the transformed features as the new discriminate representations 

to make final image classification. Compared with the traditional linear regression model and some of its variants, 

our method is much more accurate in image classification. Extensive experiments conducted on publicly available 

datasets well demonstrate that the proposed framework can outperform the state-of-the-art methods.[6] In this paper 

they presents POCO, a framework for Pareto-based Optimal COntroller placement that provides operators with Pareto 

optimal placements with respect to different performance metrics. In its default configuration, POCO performs an 

exhaustive evaluation of all possible placements.While this is practically feasible for small and medium sized networks, 

realistic time and resource constraints call for an alternative in the context of large scale networks or dynamicsnetworks 

whose properties change over time. For these scenarios, the POCO toolset is extended by a heuristic approach that is 

less accurate, but yields faster computation times. An evaluation of this heuristic is performed on a collection of real 

world network topologies from the Internet Topology Zoo. Utilizing a measure for quantifying the error introduced by 

the heuristic approach allows an analysis of the resulting trade-off between time and accuracy. Additionally, the 

proposed methods can be extended to solve similar virtual functions placement problems which appear in the context of 

Network Functions Virtualization (NFV).[7] In this paper they opens the investigation by focusing on two specific 

questions: given a wide-area network topology, how to partition it into several small SDN domains, and where should 

the controller go in each SDN domain they propose a novel approach to efficiently and accurately evaluate SDN 

controller placement problem for WAN. This approach uses the Spectral Clustering placement algorithm to partition a 

large network into several small SDN domains. After presenting our metrics of the SDN controller placement problem, 

we evaluate our approach using the Internet2 topology and other available WAN topologies. For testing purposes we 

developed a new framework to test the SDN controller in WAN. The results show its effectiveness for the SDN 

controller placement problem. Here a large number of analytical methodologies based on data mining and machine 

learning have been explored to optimize the routine IT maintenance and deal with problem detection, determination, 

diagnosis and resolution ([15], [16], [17], [18], [19], [20]). 

 

III. ALGORITHM 

                           
 ttLabel(H) H is the label hierarchy, with σ available  

1: define L as a set, and initialize L = 0 

2: define U as a set, and initialize U = H 0 

3: while TRUE do 

4:if all the nodes in H are labeled then 

5:return L 

6:end if 

7:find the node i with maximum σ(i) 
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8:if σ(i) < 0 then 

9:return L 

10:end if 

11:if all the parents of i are labeled then 

12:put i into L, and remove it from U  

13: else 

14:merge i with its parent as a super node i 

15:σ(i) =average σ values of the two nodes 

16:put the i
∗
 into U 

17:end if 

18:end while 

 

 

Since the labeling  procedure  for  each  node  may involve a merging procedure, the time complexity is no worse 

than O(N log(N )), the same as HIROM. However,  as  shown in the experimentation section below, ttLabel performs 

more efficiently than HIROM while not requiring knowledge of the maximum number of labels. 

 

IV. EXPERIMENTATION 

 

A. Setup 

We perform the experiment over the ticket data set generated by monitoring of the IT environments of a large IT 

service provider. The number of tickets in the experiment amounts to about 23,000 in total. The experiment is 

executed 10 times and we use the mean value of the corresponding metric to evaluate the performance of our 

proposed method. At each time, 3000 tickets are sampled randomly from the whole ticket data set to build the testing 

data set, while the rest of the tickets are used to build the training data set. The class labels come from the predefined 

catalog information for problems occurring during maintenance procedures. The whole catalog information of 

problems is organized in a hierarchy, where each node refers to a class label. The catalog contains class labels; hence 

there are 98 nodes in the hierarchy. In addition, the tickets are associated with 3 labels on average and the height of 

the hierarchy is 3 as well. 

Then, natural language processing techniques are applied to remove the stop words and build Part-Of-Speech tags 

for the words in the rephrased text. The nouns, adjectives and verbs in the text are extracted for each ticket. Second, 

we compute the TF-IDF [50] scores of all words extracted from the text of tickets. And the words with the top 900 

TF-IDF score are kept as the features for the tickets. Third, the feature vector of each ticket has 900 components, 

where value of each feature is the frequency of the feature word occurring in the text of the ticket.Based on the 

features and labels of the tickets, we build a binary classifier for each node in the hierarchy with the SVM algorithm 

by using library libSVM. The training data for each node i are the tickets with a positive parent label. To speed up 

evaluation of the 98 SVM classifiers, we parallelize the process of training classifiers, using the fact that all the 

classifiers are independent.The experiments are mainly conducted by comparing the proposed the ttLabel algorithm 

with state of the art algorithms such as CSSA and HIROM. 

 

B. Hamming loss 

The ttLabel algorithm can obtain optimal ˆy with minimum Hamming loss by setting the parameters for Hamming loss, 
since Hamming loss is a special case of CH-loss. Given   w1  =  w2  =  w3  =  w4   =  1  for  ttLabel,  α   =  β   =  1  for 
HIROM and Ci = 1 for both of them, empirical results ,the ttLabel algorithm can automatically find the optimal ˆy with  
minimum  Hamming  loss,  while  both  CSSA  and HIROM require the number of class labels and the maximum 

number  of  class  labels,  respectively,  to  get  the  optimal  ˆy. Particularly, by increasing the value for setting the 
maximum number of class labels, HIROM incurs smaller Hamming loss. The  HIROM  algorithm  does  not  reach  the  

optimal  ˆy  with minimum Hamming loss until a sufficiently large value is used for specifying the maximum number 
of class labels. Moreover, CSSA may incur more Hamming loss as the number of class labels increases and it is 

difficult to identify the correct number of class labels for each ticket in practice During the Hamming loss 

minimization, we track the varying performance in terms of precision, recall and F-Measure score. 
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C. HMC-Loss 

To simplify the empirical study for HMC-Loss, we set w1 = w2 = w3 = w4 = 1 for ttLabel, and α = ȕ = 1 for 

HIROM. ttLabel algorithm automatically obtains the lowest HMC-Loss, which can be achieved by the HIROM 

algorithm after choosing the proper value for the maximum number of class labels. 

 

D. Experiment with prior knowledge 

Setup: In order to demonstrate the effectiveness of the proposed Kilo algorithm for knowledge guided 

hierarchical multi-label classification, we perform the experiments over the same real ticket data set 

described in section VI-A. The only difference lies in the additional knowledge construction. Each ticket 

instance in the test data set are associated with a knowledge vector k, where the i
th

 component are exposed 

with its ground true value randomly according to a predefined prior knowledge ratio Ȗ    [0, 1]. The prior 

knowledge ratio Ȗ is the probability that true labels are observed as either positive or negative, while 1 Ȗ  
denotes the probability that  the label can not be observed before classification.The performances in terms of 

different metrics in comparing the ttLabel algorithm without prior knowledge and the one with prior knowledge 

incorporated by Kilo algorithm. 

1) Hamming loss with changing prior knowledge ratio: Similar to previous configuration, we obtain 

Hamming loss by setting the CH-loss parameters w1 = w2  = w3  = w4  =  1, Ci = 1. As illustrated in Fig. 8a, 

Hamming loss drops as the prior knowledge ratio increases, and reaches to zero as prior knowledge ratio 

achieves one.Illustrate the performance in terms of Precision, Recall and Precision, respectively. It shows that 

the knowledge guided algorithm gets better performance as prior knowledge ratio increases.  

2) HMC-Loss: The HMC-Loss is obtained by the same settings as provided in section VI-C. As expected,  

HMC- Loss decreases as more prior knowledge is provided. 

3) H-Loss: The H-Loss is obtained by the same param-  eter settings as provided in section VI-D. By increasing 

the 

4) H-Loss: The H-Loss is obtained by the same param-  eter settings as provided in section VI-D. By increasing 

the prior knowledge ratio, H-Loss caused by knowledge guided algorithm decreases. 

5) Parent-Child Error: The Parent-Child Error is obtained by the same parameter settings as presented in section 

VI-E. By increasing the prior knowledge ratio, Parent-Child errors caused by knowledge guided algorithm decreases. 

6) CH-Loss: The CH-Loss is obtained by the same pa- rameter settings as given in section VI-E. By increasing the 

prior knowledge ratio, CH-Loss caused by knowledge guided algorithm decreases. 

 

V.CONCLUSION AND FUTURE WORK 

 

In this paper, we employ hierarchical multi-label classifi- cation over ticket data to facilitate the problem diagnosis, 

determination and an automated action, such as auto-resolution or auto-check for enriching or resolving the ticket in 

the complex IT environments. CH-loss is proposed by considering the contextual misclassification information to 

support different scenarios in IT environments. In terms of CH-loss, an optimal prediction rule is developed based on 

Bayes decision theory. This paper comes up with a greedy algorithm ttLabel by extending the HIROM algorithm to 

label the predicting ticket without knowing the number or the maximum number of  class labels related to the ticket. 

Additionally, taking the real scenario in practice into account, the Kilo algorithm is proposed to utilize the knowledge 

from the domain expert during routine IT maintenance procedure to effectively improve the IT problem category 

determination. 
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